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Abstract—A flat-panel dynamic radiography detector can be 
used to obtain x-ray image sequences during fluoroscopic 
imaging. The sequential acquisition of pictures results in lag 
signals and lag artifacts due to charge trapping at photodiodes. It 
is crucial to precisely measure the lag signal in order to construct 
low-lag detectors. To get a real noise power spectrum under the 
IEC62220-1-3 standard, a lag correction factor (LCF) is 
determined and steady-state pictures are used to calculate a 
temporal power spectral density (PSD). However, a variety of 
noise signals can quickly skew the PSD curve and result in 
inaccurate LCF values. In this letter, we present a linear lag 
model-based measurement technique for LCF based on 
correlation coefficients from steady-state pictures. This approach 
may be a generalized form of an approach with a resistance to 
different kinds of sounds feature, which is based on the first-
order regression model. As a result, the suggested algorithm may 
serve as a substitute for the PSD method in the standard. 

Index Terms—Flat-panel dynamic radiography detector, 
fluoroscopy imaging, lag correction factor, power spectral density. 

 

I. INTRODUCTION 

NHERENT noise properties of radiography detectors from 
photon and electric noise can be investigated by measuring 

the noise power spectrum (NPS) using x-ray images acquired 
under specified irradiation conditions with uniform intensity [1]. 

In fluoroscopy imaging, flat-panel (FP) dynamic detectors can 
acquire x-ray image sequences with frame rates up to 300 frames 
per second (fps). However, the sequentially acquired images 
have lag signals from previous frames. For indirect detectors, 
trapping charges in photodiodes, which are controlled by the 
amorphous Si or In-Ga-Zn-O (IGZO) thin film transistor (TFT) 
panel, and incomplete readouts are major causes of the lag 
signals. 

In measuring the NPS from an image sequence acquired 
from a dynamic detector, the lag signal lowers the NPS curve. 
Hence, in order to observe the true NPS performance of a 
dynamic detector, developing a measurement technique, which 
is independent of the lag signal, is required. Conventional ap- 
proaches for correcting the measured NPS from the lag signal 
are based on using the lag correction factor (LCF). Granfors 

 
 

and Aufrichtig [2] calculated LCF using decaying transient 
image means after the x-ray tube turns off based on a linear lag 
model. Here, a synchronized pulse x-ray source for the pulsed 
fluoroscopy mode should be employed to accurately measure 
the means. 

The standard of IEC62220-1-3 [3] recommends using a con- 
stant potential generator for the continuous fluoroscopy mode 
to evaluate the detector lag performance. Busse et al. [4] used 
a temporal power spectral density (PSD) method to measure 
LCF using stead-state images and thus is employed in the stan- 
dard [5]. However, due to the nonuniform temporal gain, which 
occurs from the transient responses of the lag and x-ray tube, 
and pixel offset, which occurs from nonuniform gate drive and 
readout circuits, accurately measuring PSD for LCF is difficult 
especially at low frequencies [6]–[9]. 

Underlying a first-order autoregression (AR(1)) model, we 
can measure a LCF from the decaying transient image means 
or the correlation coefficient from the steady-state images [10], 
[11]. In this letter, we propose a measurement algorithm for LCF 
using the correlation coefficients from steady-state images based 
on a linear lag model. This method can be a generalized version 
of the AR(1) method and has a characteristic that is resistant to 
noise compared to the PSD method. Hence, for IEC62220-1-3, 
the proposed algorithm can be an alternative approach to the 
PSD method. 

This letter is organized in the following way. In Section II, 
a linear model is introduced to describe the lag signals. The 
measurement of NPS with the lag signal is then observed. In 
Section III, the proposed measurement algorithm for LCF is 
introduced and a practical consideration for acquired images is 
introduced. Experimental results using x-ray images acquired 
from dynamic detectors are shown in Section IV. The letter is 
concluded in the last section. 

 
II. NOISE POWER SPECTRUM AND ITS LAG CORRECTION 

In this section, an image sequence model for dynamic radio- 
graphy detectors is formulated with NPS measurements and a 
linear lag model is introduced with a lag correction scheme. 

 
A. Linear Lag Model and the Lag Correction Factor 

For a sequence of uniformly exposed images, we consider a 
weakly stationary sequence fn[u] with the mean of μ := E  fn 
and variance of ς2 := Var fn , for the pixel position u of the 
nth image frame, where u 2 and :=  0 , . . . , U  1 . Let 
If denote the mean of the periodogram of f as 
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for v    2, where    U := e−2πj/U
 . Let NPSf denote the NPS 

of f for the nth frame. We then have an asymptotic relationship: 
If     NPSf , as U . For practical measurements using the 
acquired fn, we can obtain If from a smoothed periodogram of 
a sample mean of the periodogram based on the Bartlett-Welch 
method [12], [13]. 

We now introduce the conventional lag model based on a 
linear, time-invariant system [2], [4], [5], [14], [15]. Let us 
consider an independent and identically distributed random 
sequence gn along the frame with an impulse response hA. Here, 

we suppose that hA is a causal system, i.e., hA = 0, for l < 0, 

and E{gn} = μ, ∀n. The linear lag model can then be given as 

III. LAG CORRECTION BASED ON TEMPORAL CORRELATIONS 

In this section, we propose a novel LCF measurement ap- 
proach, which uses the correlation coefficients from stead-state 
images. 

For  a  given  n,  define  an  image  difference  Δfn[u]  as 
 

Δfn[u] := (fn[u] f0[u])/    2,  for  n = 0, . . . , L 1.  From 
Appendix, Ig, the periodogram mean of g, satisfies 

L−1 

Ig [v] = (2L − 1) If [v] − 2 IΔfl [v] (6) 
A=0 

and thus, the detector NPS can be measured from NPSg[v] ≈ 
L−1 

fn[u] = gn−A[u] · hA, (2) 
A=0 

Ig[v] without estimating LCF. 
Using the image differences Δfn, we can also estimate LCF 

as follows. From the periodogram relationship of (6), we can 

where 
L−1 hA = 1 and L − 1 is the filter dimension. From 

(2), If  satisfies If [v] = r · Ig [v], where Ig  is the mean of the 

obtain a relationship between the variances of fn 

L−1 

and gn as 

 

(2) and is defined as [2], [4] 

 
r := 

 
L−1 
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h2. (3) 

 

Let ρA denote the Pearson correlation coefficient of f and be 
defined as ρA := Cov f0, fA /Var f0 , for l = 0 , . . . , L  1. 
Hence, from Var f0 = r Var g0 and (7), the LCF of (3) can 
be given as 

In order to asymptotically recover NPSg, we can use an es- 

timate of r  to correct the measured NPSf as NPSg[v] ≈ 

1 

2 
ΣL−1 

ρ
 

 

, (8) 
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radiography detector under the assumption that there is no lag. 
The standard of ICE62220-1-3 mentions that a noise property 
of a dynamic detector is characterized by measuring NPSg by 
removing the influence from the lags [3]. Because r satisfies 

0 < r 1, the measured NPS of f is usually less than the NPS 
without lags. Hence, in order to measure the true detector NPS, 
which is independent of lags, the measured NPS with lags should 
be corrected. 

 
B. Lag Correction Factor From the Temporal Periodograms 

Let Jf denote the mean of the periodogram of f along the 
frame n. Jf is then defined as 

which is employed in the proposed correlation algorithm. 
For the lag signals, if we consider a AR(1) model as in [10], 

[11], then a different lag model can be given as 

fn[u] = afn−1[u] + (1 − a)gn[u]. (9) 

For the model of (9), we have If [v] = Ig [v]  (1    a)/(1 + a). 
Here, the corresponding LCF is given as (1 a)/(1 + a). 
Assume that the correlation coefficients ρA satisfies ρA = a

A
, 

for l = 0, 1 , . .  .. Then, the LCF of (8) satisfies limL    r = 
(1 a)/(1 + a), which is equal to that of the AR(1) model. 
Hence, if a in the AR(1) model is measured from the correlation 
coefficient, then the LCF in (8) can be a generalized version of 
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Jf [k] := E 
⎩ N .
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nk
 , (4) 
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the AR(1) case if L . 
We now introduce the correlation algorithm based on the 

estimate of (8) for a noisy environment. For practical dynamic 
detectors, the acquired images contain the electrical and fixed 

which is an asymptotically unbiased estimate of the temporal 
PSD of f  as N  increases. We then have Jf [k] =  Hk  2  Jg [k], 
where Hk is the discrete Fourier transform of hA and Jg is the 
periodogram mean of g in a similar manner of (4) [16, p. 67]. 
From the independent assumption on gn along n, Jg is constant. 

Because H0 = 1, we then have Jf [k]= Hk 
2 Jf [0], where 

Jf [0] is an estimate of the PSD of f at zero frequency [7], [17]. 

Therefore, from Parseval’s theorem, the LCF of (3) satisfies r = 

N −1 
ΣN −1 

|Hk|
2 and thus 

pattern noise as well as the photon noise. Hence, for the exposed 
images, we consider an image formation model as 

qn[u] := fn[u] + ξn[u] + ζ[u], (10) 

where ξn implies the electrical noise and ζ implies a fixed pattern 
noise from the exposure. We assume that the three terms in (10) 
are mutually independent. The variance of qn is then given as 

Var{qn} = Var{fn} + Var{ξn} + Var{ζ}, (11) 

and the covariance between q0 and qn is given as 

1 ΣN −1 
J

 [k] 

r = N k=0 
f

 

Jf [0] 
(5) Cov{q0, qn} = Cov{f0, fn} + Cov{ξ0, ξn} + Var{ζ}.   (12) 

Here, we assume that Cov{q0, qn} = Var{ζ} for n ≥ L. For 

holds [4], [5]. Hence, in order to estimate the LCF of r, we can 
use the relationship (5). We call this estimate method from the 
temporal PSD or periodograms the PSD method. 

the dark images, which are acquired without the exposures, the 

variance of (11) becomes Var{ξn} and the covariance of (12) 

becomes Cov{ξ0, ξn}. Hence, we can obtain ς2 = Var{fn} and 

periodograms of g and converges to the NPS of g, which is 
denoted as NPSg. Here, r is the LCF for the linear model of 

Var{g0} =2  
A=0 

Cov{f0, fA}− Var{f0}. (7) 

A=0 
A 

r = 
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TABLE I 
FLAT-PANEL DYNAMIC DETECTORS FOR THE EXPERIMENTS 

 
   

 
 

 

 

 

  

 

  

 

 
   

 

  

 

Cov f0, fn from (11) and (12). We now summarize a measure- 
ment algorithm for LCF based on the temporal correlations as 
follows. 

Temporal Correlation Algorithm: 
1) Calculate Var qn and Cov qo, qn using uniformly ex- 

posed images, for n = 0 , . . . ,  L. 
2) Obtain the variance of ζ from Var  ζ    = Cov  q0, qL  . 
3) From the dark images, obtain Var ξn and Cov ξ0, ξn , 

for n = 0 , . . . , L  1. 

4) From (11) and (12), calculate Var fn and Cov f0, fn , 
respectively, to obtain LCF from (8). 

In order to obtain an accurate Var{ζ}, we can use many 
estimates of Cov{q0, qn}, for n ≥ L, instead of a single 
Cov{q0, qL}. 

 

 

 

 

 

 

 

 

Fig. 1. Comparison of the PSD curves and LCF estimates from the PSD 
method of IEC62220-1-3 [3]. The image sequence was acquired from Detector A 
with an incident exposure of 2,255nGy, frame rate of 10 fps, and a periodogram 

size of N = 128. The PSD curves of the dark images were subtracted. 

 

IV. EXPERIMENTAL RESULTS 

In this section, experimental results for the LCF measure- 
ments for flat-panel dynamic detectors are introduced. The 
detectors, which were employed in the experiment, are sum- 
marized in Table I. The x-ray image sequences were acquired 
under the RQA 5 condition of IEC62220-1-3 [3] at a continuous 
fluoroscopy mode with the frame rates of 10 and 20fps. Here, a 
constant potential high-voltage generator was used for the x-ray 
source [3]. 

In acquiring image sequences, the image gain of each image 
frame is not uniform. Hence, the nonuniform temporal gain 
should be corrected to accurately estimate LCF when the PSD 
method is used [4]. In order to describe the nonuniform gain, 
we can introduce a weakly stationary random sequence γn with 

mean 1 and variance ς2
, and modify the image sequence qn as 

γnqn. Here, the gain γn is independent of the pixels of u. For a 
given n, a conditional estimate of γnμ over the pixels of u can 
be obtained. Furthermore, we can empirically obtain an estimate 

of μ over n and u. Hence, by multiplying the ratio 1/γn to the 
nth frame, we can correct the nonuniform gains. 

Instead of the multiplication, we can use an image difference if 
1 ς2 as described in [18, Image Difference Algorithm]. Note 
that this difference approach can alleviate nonuniform offsets as 
well as gains [19], [20]. For the nth image frame with U U 
pixels, calculate the image differences between the upper and 
lower pixels as 

1 
√

2 
[γnqn[u] − γnqn[u + (0, U/2 − 1)]] , (13) 

for u [0 , . . . , U  1] [0 , . . . ,  U/2 1]. Using the image 
difference of (13), we can calculate the temporal periodogram 
of (4) and then LCF from (5). We call this difference scheme 
of (13) the U-L correction. Here, we assume that pixels, which 

are separated by U/2, are mutually independent as the α-mixing 
condition [21]. 

In Fig. 1, an example of the temporal PSD curves of Jf are 
illustrated to show the distorted spectrum from the nonuniform 

 

 

 

 

 

 

 

 

 
 

 

 
Fig. 2. LCF estimates from the PSD method and the temporal gain correction 
with respect to the incident dose. The frame rate and periodogram size were 10fps 

and N = 128, respectively. Applying the U-L correction can reduce estimate 
errors. 

 

temporal gain. If we do not conduct any gain correction, then the 
spectrum at low frequencies is inflated and thus the LCF estimate 
is usually lower than the true LCF because the PSD at zero 

frequency Jf [0] is a reference in calculating LCF from (8) [7], 
[17]. Applying a gain or the U-L correction can remove the 
inflated spectrum and thus can yield accurate LCF values. LCF 
estimates from the PSD method for different incident doses are 
illustrated in Fig. 2. When we did not apply any gain correction 
as “PSD” in Fig. 2, the estimate accuracies were bad with 
respect to the dose. Applying the U-L correction to alleviate 
the nonuniform gain problem yielded relatively good estimate 
accuracy as “PSD U-L correction” in Fig. 2. 

Estimates of LCF from the proposed temporal correlation 
algorithm are illustrated in Fig. 3. We can observe that the LCF 
estimates are independent of the nonuniform gains as “Corr.” 
and “Corr. U-L correction.” Hence, we can obtain reliable LCF 
values from the proposed correlation algorithm without carefully 
considering various noises. In Fig. 4, the LCF estimate from the 
proposed correlation algorithm is compared with that of the PSD 
method for the U-L corrected images. We can observe that both 
methods yield similar LCF values. As shown in Figs. 2–4, the 
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algorithm is much better than the PSD case and is getting better 
as the dose increases. 

 

V. CONCLUSION                                          

This letter suggested an LCF measuring algorithm based on 

steady-state image frames' temporal correlation coefficients. 

When compared to the traditional PSD approach of IEC62220-1-

3, the suggested correlation algorithm demonstrated reduced 

sensitivity to different noises. 

 

 

 

 
Fig. 3.    LCF estimates from the proposed correlation method. The frame rate 
was 10fps and 128 image frames were used to estimate ρÆ for L = 4. 

APPENDIX 

Ig : PERIODOGRAM MEAN OF g 

From the lag model of (2), the image difference ΔfA can be 

rewritten as 
L+A−1 

  1 
ΔfA = √

2
 

k

Σ

=0 
(hk − hk−A) · gA−k, (A1) 

for l = 0 , . . . , L  1. The mean of the periodogram of ΔfA can 

then be expanded as 
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Ig[v]. (A2) 

From (A2), we can obtain a relationship as 

 
 

Fig. 4. Comparison of the LCF estimates from the proposed correlation and 
conventional PSD methods of Figs. 2 and 3. The U-L correction was conducted 
to correct the nonuniform temporal gains. 

If [v] − IΔfl [v]=  
 

 
k=A 

hkhk−A Ig [v]. (A3) 

The mean of the periodogram of g can be expanded as 
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From (A3) and (A4), we can obtain the relationship of (6). 
 

 

 
Fig. 5. Comparison of the means and standard deviations of the estimates for 
Detector A (20 fps) at the incident dose of 447nGy per frame. Each result was 
calculated by conducting measurements 10 times. 

 

estimates of r > 1 especially at low doses shows a phenomenon 
occurred from second moment-based approaches, such as the 
PSD and proposed correlation methods. In fact, the LCF values 
are slightly reduced at low doses in contrast to increasing incor- 
rect estimates [4], [22], [23]. In Fig. 5, the means and standard 
deviations of the LCF estimates are illustrated at 447nGy. We can 
observe that the estimate precision of the proposed correlation 
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